ABSTRACT:

The key barrier to widespread uptake of cloud computing is the lack of faith in clouds by potential customers. While preventive controls for security and privacy measures are actively being researched, there is still little focus on detective controls related to cloud distributed accountability and audit ability. The complexity resulting from the sheer amount of virtualization and data distribution carried out in current clouds has also revealed an urgent need for research in cloud accountability, as has the shift in focus of customer concerns from server health and utilization to the integrity and safety of end-users’ data. This paper discusses key challenges in achieving a trusted cloud data sharing through the use of detective controls, and presents the trust cloud framework, which addresses accountability in cloud computing via technical and policy-based approaches.
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1. INTRODUCTION:

Cloud computing requires companies and individuals to transfer some or all control of computing resources to cloud service providers (CSPs). Such transfers naturally pose concerns for company decision makers. In a recent 2010 survey by Fujitsu Research Institute on potential cloud customers, it was found that 88% of potential cloud consumers are worried about who has access to their data, and demanded more awareness of what goes on in the backend physical server. Such surveys demonstrate the urgency for practitioners and researchers to quickly address obstacles to trust. While risks can be greatly mitigated via preventive
controls for privacy and security (e.g. encryption, access control based on ID profiling, etc), they are not enough. There is a need to complement such measures with equally important measures that promote transparency, governance and accountability of the CSPs.

This was also identified by The European Network and Information Security Agency (ENISA)'s cloud computing risk assessment report which states that the ‘loss of governance’ as one of the top risks of cloud computing, especially Infrastructures as a Service (IaaS). Despite audit ability being a crucial component of improving trust, current prominent providers (e.g. Amazon EC2/ S3, Microsoft Azure are still not providing full transparency and capabilities for the tracking and auditing of the file access history and data provenance of both the physical and virtual servers utilized. Currently, users can at best monitor the virtual hardware performance metrics and the system event logs of the services they engage. The cloud computing research community, particularly the Cloud Security Alliance, has recognized this. In its Top Threats to Cloud Computing Report (Ver.1.0) it listed seven top threats to cloud computing: Insecure application programming interfaces, Malicious insiders, Shared technology vulnerabilities, Data loss, Account, service and, Unknown risk profile.

2.TRUST IN CLOUD COMPUTING:

While there is no universally accepted definition of trust in cloud computing, it is important to clarify its components and meaning. In dictionaries, trust is generally related to “levels of confidence in something or someone”. Hence we can view trust in the cloud as the customers’ level of confidence in using the cloud, and try to increase this by mitigating technical and psychological barriers to using cloud services. For more analysis cloud computing, see

To best mitigate barriers to confidence, we need to understand the main components affecting cloud trust: Security -Mechanisms (e.g. encryption) which make it extremely difficult or uneconomical for an un-authorized person to access some information. Privacy -Protection against the exposure or leakage of personal or confidential data (e.g. personally identifiable information (PII)). Determines the level of access to system resources attributed to a particular authenticated user. The principle of access control determines who should be able to access what. For Example, we can specify that user XYZ can view the records in a database, but cannot update them. However, user PQR might be allowed to make updates as well. Access control mechanism can be used to ensure this. Using cloud-based “Identity as a Service” providers may be a useful tool for outsourcing some identity management capabilities and facilitating federated identity management with cloud providers.

PREVENTIVE VERSUS DETECTIVE CONTROLS:

Trust components can be also classified as Preventive Controls or Detective Controls. Preventive controls are used to mitigate the occurrence of an action from continuing or taking place at all (e.g. an access list that governs who may read or modify a file or database, or network and host firewalls that block all but allowable activity). Detective controls are used to identify the occurrence of a privacy or security risk that goes against the privacy or security policies and procedures (for example, an intrusion detection system on a host or network, or security audit trails,
logs and analysis tools). In addition, there are corrective controls (e.g., an incident management plan) which are used to fix an undesired result that has already occurred. This paper focuses on detective controls for cloud computing. Despite the lack of direct ability to stop irregularities from occurring, these controls are very important. They act as psychological obstacles to go against policies or procedures in the cloud, and also serves as a record for post-mortem investigations should any non-compliance occur. They act as in a similar way as speed cameras do for traffic control: the presence of speed cameras will deter law-abiding citizens from speeding, but their presence cannot prevent speeding from taking place. Detective controls hence complement preventive controls. A combination of usually required for reasonable protection.

III. THE CLOUD ACCOUNTABILITY LIFE CYCLE

The discussions in Section III show not only the scale and urgency of achieving cloud accountability but also exposed the need for reduction of complexity. Having an awareness of the key accountability phases will not only simplify the problem, but also allow tool makers and their customers to gauge the comprehensiveness of tools (i.e., whether there are any phases not covered by a tool). A classification of the different phases may also help researchers to focus on specific research sub-problems of the large cloud accountability problem. These phases are collectively known as the Cloud Accountability Life Cycle (CALC) which consists of the following seven phases (see Figure 1):

POLICY PLANNING:
CSPs have to decide what information to log and which events to log on-the-fly. It is not the focus of this paper to claim or provide an exhaustive list of recommended data to be logged. However, in our observation, there are generally four important groups of data that must be logged: Event data – a sequence of activities and relevant information, Actor Data – the person or computer component (e.g., worm) which trigger the event, Timestamp Data – the time and date the event took place, and Location Data – both virtual and physical (network, memory, etc) server addresses at which the event took place.

SENSE AND TRACE:
The main aim of this phase is to act as a sensor and to trigger logging whenever an expected phenomenon occurs in the CSP’s cloud (in real time). Accountability tools need to be able to track from the lowest-level system read/write calls all the way to the irregularities of high-level workflows hosted in virtual machines in disparate physical servers and locations. Also, there is a need to trace the routes of the network packets within the cloud.

LOGGING:
File-centric perspective logging is performed on both virtual and physical layers in the cloud. Considerations include the lifespan of the logs within the cloud, the detail of data to be logged and the

Figure 1. The Cloud Accountability Life Cycle (CALC)
location of storage of the logs. It may in some cases be necessary.

Safe-keeping: After logging is done, we need to protect the integrity of the logs to prevent unauthorized access and ensure that they are tamper-free. Encryption may be applied to protect the logs. There should also be mechanisms to ensure proper backing up of logs and prevent loss or corruption of logs.

**AUDITING:**
Logs and reports are checked and potential irregularities highlighted. The checking can be performed by auditors or stakeholders. If automated, the process of auditing will become ‘enforcement’. Automated enforcement is very feasible for the massive cloud environment, enabling cloud system administrators to detect irregularities more efficiently.

**THE TRUSTCLOUD FRAMEWORK:**
Provenance Logger:
In order to enable reasoning about the origins, collection or creation, evolution, and use of data, it is essential to track the history of data, i.e., its provenance. Provenance information has been described as ‘the foundation for any reasonable model of privacy and trust’ in the context of the Semantic Web and we believe it to be similarly central to trust in Cloud Computing. It enables validation of the processes involved in generating/obtaining the data and the detection of unusual behavior. While these advantages are very promising, corresponding challenges are equally difficult to address/overcome. Common challenges include efficiently and effectively managing the sheer amount of provenance data that has to be maintained; ensuring consistency and completeness of provenance data; detecting malicious users who attempt to falsify provenance data; protecting data owner as well as data providers from exposing sensitive, confidential, proprietary or competitively important information indirectly through provenance logs; enabling efficient querying of provenance data; etc.

**OPERATING SYSTEMS (OS):**
OS system and event logs are the most common type of logs associated with cloud computing at the moment. However, these logs are not the main contributing factor to accountability of data in the cloud, but a supporting factor. This is because in traditional physical server environments housed within companies, the emphasis was on health and feedback on system status and ensuring uptime as server resources are limited and expensive to maintain. In cloud computing, resources like servers and memory are ‘elastic’, and are no longer limited or expensive. Hence, OS logs, while important, are no longer the top concern of customers. Instead, the customers are more concerned about the integrity, security and management of their data stored in the cloud systems.

Even though the file system is technically part of the OS, we explicitly include it as a major component in a file-centric system layer. This is because, in order to know, trace and record the exact file life cycles, we often have to track system read/write calls to the file system. From the system read/write calls, we can also extract the files virtual be secure and privacy-aware (to ensure that the logs themselves cannot be tempered with or be a source for knowledge inference); be (eventually) consistent and complete (similar to the ACID properties known from database transaction processing); be transparent/non-invasive; be scalable, e.g. avoid exponential explosion of provenance data through application of summarization techniques be persistent over the long
term; allow for multiple tailored views (to permit access based on While current cloud providers typically support a weaker notion of consistency, i.e., eventual consistency, it is important to have mechanisms to allow for rollback, recovery, replay, backup, and restoring of data. Such functionality is usually enabled by using operational and/or transactional logs, which assist with ensuring atomicity, consistency, and durability properties. Logs have also been proven useful for monitoring of operational anomalies. While these concepts are well established in the database domain, cloud computing characteristics such as eventual consistency, “unlimited” scale, and multi-tenancy pose new challenges. In addition, secure and privacy-aware mechanisms must be devised not only for consistency logs but also for their backups, which are commonly used for media recovery.

WORK FLOW LAYER:

The workflow layer focuses on the audit trails and the audit-related data found in the software services in the cloud. High level fraudulent risks such as procurement approval routes, decision making flows and role management in software services run within the cloud has to be monitored and controlled. In a service oriented architecture, services from several sources are composed to perform higher-level, more complex business functions. The accountability of the services and their providers within the clouds also have to be manage. Accountability is also required in service oriented architectures in cloud environments. When composing services from existing service components, we also face the problem of trust. With cloud computing, service components can proliferate and their access is virtualized. This makes composition easier and practical. Meanwhile, the source of services may or may not be trustworthy, which presents a major problem in cloud computing. This can be explained using the following example. Let us assume that we are developing a Web portal and we are designing this by integration of the services into a portal. Some of the services may be malicious (for example they manipulate data passing through). Therefore, the portal may or may not be a valid software and perform according to the expected design or according to the contractual agreement. In this scenario, the achievement of accountability of services can help us to investigate such scenarios.

ABUSE AND NEFARIOUS USE OF CLOUD COMPUTING:

This threat is relating to the shortcomings of registration process associated with cloud. Cloud Service Providers offer IAAS and PAAS to their customers with a minimum requirement of a credit card. By taking advantage of this registration process, hackers may be able to conduct susceptible activities like Spamming and Phishing. Initially, PAAS providers have suffered from this attack. However, recent evidence shows that hackers have begun to target IAAS vendors as well (CSA-Cloud Security Alliance).

IN SECURE APPLICATION PROGRAMMING INTERFACES:

Software interfaces or APIs are used by customers to interact with cloud services, which must have extremely secure authentication, access control, encryption and activity monitoring mechanisms - especially when third parties start to build on them. Cloud providers provide a set of software interfaces or APIs that customers use to manage and interact with the cloud services. The security and availability of cloud services depend upon the security of these
basic APIs [14]. Without proper management of authentication, it leads to Insecure Interfaces. To maintain the secrecy of cloud data, the interfaces must be designed to protect against both accidental and malicious attacks. Malicious insider, working as a cloud employee, collecting confidential data or taking complete control of the cloud services with minimal or no possibility of detection [15]. Therefore it is an important challenge as to how an organization can restrict its internal employees, contractors, vendors and other trusted people who have access to critical resources from within the network.

This key challenge can be addressed to a certain degree by enforcing strict supply chain management and conducting a comprehensive supplier assessment. Authorization plays an important role in securing the cloud. Transparency is very important in the information security and management. When a cloud provider hires their cloud employees, certain factors such as hiring standards, policies regarding how their employees can access to virtual & physical assets and how the employees are being monitored in their work are to be clarified. If the cloud provider does not consider the significance of the above factors, this situation may create more opportunities to the hackers. Top threats for Cloud Computing like Data loss or Data leakage may due to how the data is structured. Firstly, data of an organization must be stored in servers of other nations. This is a significant concern for some organizations. Secondly, the duration of data retained by the Cloud provider, may continue to remain on the provider’s servers, even after it has been deleted by the client. Thirdly, improper deletion of data records and alteration of data without proper backup can result in permanent loss of data. Last but not the least, insufficient authentication, authorization and audit control, allows unauthorized parties to gain access into sensitive data. Therefore, Data Integrity must be upheld if CC is to be secured. The businesses’ private data are residing on someone else’s computer and in someone else’s facility which is dangerous. Many things can be wrong with the data such as the Cloud service provider may go out of business. Secondly, the Cloud service provider may decide to hold the data as hostage if there is a dispute.

IV. CONCLUSION

Any application relying upon an emerging technology should consider the different possible threats. Such an application with an inability to anticipate or handle the threats may probably lead to failures. The classification of various security threats/issues presented in this paper would definitely benefit the cloud users to make out proper choice and cloud service providers to handle such threats efficiently.
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